
Pattern Recognition Letters 41 (2014) 93–102
Contents lists available at ScienceDirect

Pattern Recognition Letters

journal homepage: www.elsevier .com/locate /patrec
A graph-based multi-level linguistic representation for document
understanding q
0167-8655/$ - see front matter � 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.patrec.2013.12.004

q This paper has been recommended for acceptance by J. Fco. Martínez-Trinidad.
⇑ Corresponding author. Tel.: +52 222 2295500x2856.

E-mail addresses: dpinto@cs.buap.mx (D. Pinto), helena.adorno@gmail.com
(H. Gómez-Adorno), darnes@cs.buap.mx (D. Vilariño), vivekks12@gmail.com
(V.K. Singh).

1 Tel.: +52 222 2295500x2856.
2 Tel.: +91 11 24195148.
David Pinto a,⇑, Helena Gómez-Adorno a,1, Darnes Vilariño a,1, Vivek Kumar Singh b,2

a Benemérita Universidad Autonóma de Puebla, Faculty of Computer Science, 14 Sur & Av. San Claudio, CU, Edif. 104C, Puebla, Mexico
b South Asian University, Department of Computer Science, Akbar Bhawan, Chanakyapuri, New Delhi 110021, India
a r t i c l e i n f o

Article history:
Available online 9 December 2013

Keywords:
Text mining
Text representation
Graph-based representation
a b s t r a c t

Document understanding goal requires discovery of meaningful patterns in text, which in turn requires
analyzing documents and extracting information useful for a purpose. The documents to be analyzed are
expected to be represented in some way. It is true that different representations of the same piece of text
might have different information extraction outcomes. Therefore, it is very important to propose a reli-
able text representation schema that may incorporate as many features as possible, and at the same time
provides use of efficient document understanding algorithms. In this paper, we propose a graph-based
representation of textual documents that employs different levels of formal representation of natural lan-
guage. This schema takes into account different linguistic levels, such as lexical, morphological, syntac-
tical and semantics. The representation schema proposed is accompanied with a proposal for a
technique which allows to extract useful text patterns based on the idea of minimum paths in the graph.
The efficiency of the representation schema proposed has been tested in one case of study (Question-
Answering for machine Reading Evaluation – QA4MRE), and the results of experiments carried in it,
are described. The results obtained show that the proposed graph-based multi-level linguistic represen-
tation schema may be successfully used in the broader framework of document understanding.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

A huge amount of information produced on a daily basis is
found in different forms of natural language written texts, such
as magazines, books, e-books, journals, technical reports, etc. In
fact, we are now overwhelmed with textual data, which increases
every other day. The explosive growth in the number of such doc-
uments needs development of effective approaches to explore,
analyze, and discover knowledge from documents. Developing
automated tools for machine reading by discovering patterns and
extracting knowledge from texts is one of the most important goals
of Text Mining (TM) research. And the usual assumption in it is
that texts are represented in some kind of structure.

The present research work is mainly concerned with the con-
struction of a suitable text representation model based on graphs,
that can facilitate discovering of important text patterns from it.
We propose to state and demonstrate that the features (text
patterns) so discovered can be used in different tasks associated
to document understanding (such as for document classification,
information retrieval, information filtering, information extraction
and question answering).

The text pattern discovering technique proposed here is based
on the traversal of the graph representation of documents, using
the shortest paths. This text pattern discovery is used in our exper-
imental case study for estimating similarities between pairs of
texts. The case study of question answering validation for reading
comprehension tests presented here demonstrates the working
and efficacy of our framework. The results of experimental work
reported are analyzed and key observations clearly stated.

In summary, this research work presents a new text representa-
tion schema useful for mining documents, exploiting their lexical,
syntactic, morphologic and semantic information. The representa-
tion schema is built over a syntactic analysis developed through a
dependency parser for all the sentences in the document, including
further morphologic and semantic information. The final result
obtained is an enriched output in the form of a graph that repre-
sents the input document in the form of a multiple level formal
representation of natural language sentences. The graph-based
representation schema and the similarity measure proposed here,
enables a more effective and efficient text mining process.

The rest of the paper is organized as follows. Section 2 presents
a literature survey on the different text representation schemata

http://crossmark.crossref.org/dialog/?doi=10.1016/j.patrec.2013.12.004&domain=pdf
http://dx.doi.org/10.1016/j.patrec.2013.12.004
mailto:dpinto@cs.buap.mx
mailto:helena.adorno@gmail.com
mailto:darnes@cs.buap.mx
mailto:vivekks12@gmail.com
http://dx.doi.org/10.1016/j.patrec.2013.12.004
http://www.sciencedirect.com/science/journal/01678655
http://www.elsevier.com/locate/patrec


94 D. Pinto et al. / Pattern Recognition Letters 41 (2014) 93–102
proposed. It also emphasizes the contribution of using graph-based
structures in the text representation research field. Section 3
explains in detail the graph-based text representation schema pro-
posed. The diverse features that may be included into this repre-
sentation are discussed along with suitable examples. Section 4
describes our proposal of an efficient method for discovering texts
patterns from the graph-based representation of text documents.
Section 5 presents the performance assessment of the proposed
schema of text representation, in the particular case study of
QA4MRE. It first describes the task and then illustrates the process
of discovering text patterns. Finally, the results obtained in the
experiments are reported. Section 6 concludes the paper by pre-
senting the main contribution and findings of this research work.
2. State of the art

The most conventional text representation schemata observed
in applications like information retrieval, text categorization,
authorship attribution etc. are: Bag of Words (BoW) (Mladenic
and Grobelnik, 1998), n-grams model (Stamatatos et al., 2001;
Keselj et al., 2003), boolean models (Mauldin, 1991), probabilistic
models (Croft et al., 1991) and vector-space models (Salton,
1988). The majority of these text representations are based on
the BoW representation, thus ignoring the words sequentiality
and, hence, the meaning implied or expressed in the documents
as well. This deficiency generally results in failure to perceive con-
textual similarity of text passages. This may be due to the variation
of words that the passages contain. Another possibility is perceiv-
ing contextually dissimilar text passages as being similar, because
of the resemblance of their words.

For many problems in natural language processing, a graph
structure is an intuitive, natural and direct way to represent the
data. There exist several research works that have employed
graphs for representing text. A comprehensive study of the use of
graph-based algorithms for natural language processing and
information retrieval can be found in Mihalcea and Radev (2011).
It describes approaches and algorithmic formulations for: (a) syn-
onym detection and automatic construction of semantic classes
using measures of graph connectivity on graphs built from either
raw text or user-contributed resources; (b) measures of semantic
distance on semantic networks, including simple path-length
algorithms and more complex random-walk methods; (c) textual
entailment using graph-matching algorithms on syntactic or
semantic graphs; (d) word-sense disambiguation and name disam-
biguation, including random-walk algorithms and semi-supervised
methods using label propagation on graphs; and (e) sentiment
classification using semi-supervised graph-based learning or prior
subjectivity detection with min-cut/max-flow algorithms.
Although the work described in Mihalcea and Radev (2011) covers
a wide number of algorithms and applications, there exist other
relevant works in literature worth mentioning. A great interest
has grown in the computational linguistic community for using
this kind of text representation in diverse tasks of natural language
processing, such as in summarization (Zha, 2002), coreference res-
olution (Nicolae and Nicolae, 2006), word sense disambiguation
(Dorow and Widdows, 2003; Veronis, 2004; Agirre et al., 2006),
word clustering (Matsuo et al., 2006; Biemann, 2006), document
clustering (Zhong, 2005), etc. The majority of the approaches pre-
sented in literature use well known graph-based techniques in or-
der to find and exploit the structural properties of the graph
underlying a particular dataset. Because the graph is analyzed as
a whole, these techniques have the remarkable property of being
able to find globally optimal solutions, given the relations between
entities. For instance, graph-based methods are particularly suited
for disambiguating word sequences, and they manage to exploit
the interrelations among the senses in the given context. Unfortu-
nately, most of the research works that use graph-based represen-
tations propose ad hoc graph-structures that only work with the
particular problem they are dealing with. It is, therefore, impera-
tive to attempt to propose a general framework that may be used
in different contexts with a minimum amount of changes.
3. A graph-based multi-level linguistic representation schema
for documents

This section presents our proposed text representation schema
that utilizes multiple linguistic levels of formal definition of natu-
ral language texts. The motivation for the schema is to capture
most of the features present in a document, ranging from lexical
to semantic level. By including lexical, syntactic, morphologic
and semantic analysis in the representation, we attempt to repre-
sent how different text components (words, phrases, clauses, sen-
tences, etc.) are related.

A labeled di-graph denoted by G ¼ fV ; E; LV ; LE;a; bg is the start-
ing point for representing the different levels of language descrip-
tion. Here:

� V ¼ fv iji ¼ 1; . . . ;ng is a finite set of vertices, V – ;, and n is the
number of vertices in the graph.
� E ¼ fðv i;v jÞjv i;v j 2 V ;1 6 i; j 6 ng. Note that the notation
ðv i;v jÞ indicates that a given order is established.
� LV is the tag set for the vertices.
� LE is the tag set for the edges.
� a : V ! LV is a function that assigns tags to vertices.
� b : E! LE is a function that assigns tags to the directed edges.

The representation of each linguistic level together with their
association with the graph components is described as follows.

3.1. Lexical level

At the lexical level we deal with words, one of the most basic
units of text, describing their meaning in relation to the physical
world or to abstract concepts, without reference to any sentence
in which they may occur. Lexical definition attempts to capture
everything that a term is used to refer to and, as such, is often
too vague for many purposes. Therefore, it is used as a basic repre-
sentation which need to be further enriched through higher levels
of language description.

To illustrate the lexical level of representation, let us consider
the following example sentence:

Text mining searches patterns in texts.
Thus, given a di-graph G ¼ fV ; E; LV ; LE;a; bg, the function a

assigns lexical words to the vertices. In this case, the LV set (set
of all the lexical words found in the document to be represented)
is LV ¼ f‘‘Text’’, ‘‘mining’’, ‘‘searches’’, ‘‘patterns’’, ‘‘in’’, ‘‘texts’’g. At
this point, we have only assigned lexical components to the
vertices of the graph, thus, the edges are not defined yet. In other
words, there are no edges to reflect any relationship among the
words in the graph. This is a basic representation that it is barely
useful for practical purposes. Therefore, we move ahead to capture
and represent the morphological level details of the language
description.

3.2. Morphological level

At the morphological level we deal with the identification, anal-
ysis and description of the structure of a given language’s mor-
phemes and other linguistic units, such as root words, affixes and
Parts of Speech (PoS). In order to introduce these morphological



S

NP_1 VP_1

JJ_1 NN_1 VBZ_1 NP_2

Text Mining searches NP_3 PP_1

NNS_1 IN_1 NP_4

patterns in NNS_2

texts

Fig. 1. Phrase parsing of the sentence: ‘‘Text mining searches patterns in texts’’.
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components into our proposed representation, we have obtained the
PoS tags using the Stanford Log-linear Part-Of-Speech Tagger.3 The
word lemmas were obtained using the TreeTagger.4 It would be in or-
der to mention here that the Penn Treebank tag set (Marcus et al.,
1993) used in the morphological analysis of the texts contains 36
POS tags and 12 other tags (for punctuation and currency symbols).

For the example sentence mentioned in the previous section, we
include a second level of language description in the graph-based
representation by considering both, PoS tags and the word lemmas
in the graph vertices. Thus, LV ¼ f‘‘text NN’’, ‘‘mining NN’’,
‘‘search VBZ’’, ‘‘pattern NNS’’, ‘‘in IN’’, ‘‘text NNS’’g. Note that this
representation does not consider the original words anymore, since
they have been replaced with the corresponding lemmas.
3.3. Syntactical level

At the syntactical level we deal with rules and principles that
govern the sentence structures. Usually, the lexical parser (or sim-
ply: the parser) can read various forms of plain text input and can
output various analysis formats, including part-of-speech tagged
text (morphological level), phrase structure trees, and a grammat-
ical relations (typed dependency) format. Different syntactic-based
parsers exist in literature, however, for the purposes of this work,
we have shown the output generated by the Stanford parser.5

Fig. 1 shows the phrase structure tree for the example sentence
considered in the previous subsections. The tree structure starts
from a phrasal label S which means ‘‘Sentence’’, followed by other
phrasal labels such as NP (Noun Phrase), VP (Verbal Phrase) or PP
(Prepositional Phrase). The last level of the tree contains the PoS
tags followed by the word tagged. The definitions make use of
the Penn Treebank part-of-speech tags and phrasal labels.6 This
type of parsing maintains the sequence of the words in the sentence.
It may thus be used for enriching the representation with the parsing
tags, but word dependencies are still not discovered.

In Fig. 2, we see another type of parsing (grammatical relations
or typed dependency) applied to the same text of example. The
3 <http://nlp.stanford.edu/software/tagger.shtml>.
4 <http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/>.
5 <http://nlp.stanford.edu/software/lex-parser.shtml>.
6 <http://www.cis.upenn.edu/treebank/>.
dependencies are all binary relations: a grammatical relation holds
between a governor (also known as a regent or a head) and a
dependent. The description of the Stanford tags used in this paper
are given in catherine De Marneffe and Manning (2008). In this
type of parsing, we may take advantage of the grammatical rela-
tion obtained between two components of the sentence. With re-
spect to the phrasal parsing, this representation is more compact,
as it will be seen in the next subsection. It is more flexible for add-
ing higher level language description levels, such as the semantic
one.
3.4. Semantic level

At the semantic level we deal with the meaning of sentence,
i.e., human expression stated through language. In general,
semantic level refers to interpretation of signs or symbols used
in agents or communities within particular circumstances and
contexts. In written language, things like paragraph structure,
word usage and punctuation bear semantic content. There exist
several papers in literature approaching the linguistic semantics
area, however, in this paper we are particularly interested in
semantic relationships. A number of semantic relationships have
been identified by researchers in different disciplines such as lin-
guistics, logic, and cognitive psychology (Storey, 1993). The most
popular semantic relationships are: antonym, synonym, class
inclusion, part-whole, and case. Semantic relationships, together
with a description of them, have been proposed in the work
developed by Bejar et al. (1991).

Fig. 3 shows the manner we can integrate ‘‘synonyms’’ in the
graph-based representation, however, other semantic relationships
could be also included in the graph. For instance, the vertex
‘‘text_NN’’ is expanded with two synonyms: ‘‘document_NN’’ and
‘‘manuscript_NN’’, which are then linked to the same vertices in
the graph corresponding to the original node ‘‘text_NN’’ (edge direc-
tion is kept).
3.5. Formalization of the graph-based multi-level linguistic
representation

Given a text T ¼ ft1; t2; � � � ; tjTjg with ti a word in the document.
Let PoSðtiÞ be the PoS tag of ti; LemðtiÞ be the lemma of ti; SemðtiÞ be
a term semantically related with ti, and Depðti; tkÞ be the depen-
dency tag obtained by some syntactical parser over the sequence
‘‘titk’’. The graph-based multi-level linguistic representation of T
can be formally expressed by a di-graph G ¼ fV ; E; LV ; LE;a; bg,
with:

� V ¼ fv iji ¼ 1; . . . ; ng is a finite set of vertices, V – ;, and n is the
number of vertices in the graph.

� E ¼ fðv i; v jÞjv i;v j 2 V ;1 6 i; j 6 ng. Note that the notation
ðv i;v jÞ indicates that a given order is established.

� LV ¼
S

i¼1;���;jTjðLemðtiÞ
S

PosðtiÞÞ
n o

� LE ¼
S

i;j¼1;���;jV jDepðv i; v jÞ with v i;v j 2 V ; and ðv i;v jÞ 2 E
n o

� a : V ! LV

� b : E! LE
Here, we say that LE represents the dependency tag between a pair
of words. However, it is more practical to have a numeric value as
edge label in addition to the dependency tag. We, therefore, extend
the graph-based representation using the following definition of LE.

� LE ¼ f8i;j¼1;���;jV jðDepðv i;v jÞ : frecðDepðv i;v jÞÞ þ frecððv i;v jÞÞÞg
with v i;v j 2 V , and ðv i;v jÞ 2 E

http://nlp.stanford.edu/software/tagger.shtml
http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
http://nlp.stanford.edu/software/lex-parser.shtml
http://www.cis.upenn.edu/treebank/
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Fig. 2. Syntactical representation of texts using word lemmas, PoS tags and dependency tags.
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where frecðxÞ is a function that counts the occurrences of x in the
entire graph.

Thus, each edge contains the dependency tag together with a
number that indicates the frequency of that dependency tag plus
the frequency of the pair of vertices, both calculated over the com-
plete graph. Fig. 4 depicts the graph that considers the labeling
extension in the graph edges. The figure shows the representation
for the same example discussed throughout this paper. In this fig-
ure, we have added the numbers associated to the frequency of the
dependency tag and the frequency of the edge between two given
vertices as well. This have been done for descriptive purposes,
however, in the final representation, those values are not stored
in the graph, but only the sum of the two values. For instance,
the edge between the vertices ‘‘mining_NN’’ and ‘‘text_NN’’ has
been labeled as ‘‘amod:4’’, which means that ‘‘amod’’ is the depen-
dency tag that exists between these two vertices. Additionally, the
number 4 means that the ‘‘amod’’ dependency tag appears 3 times
in the graph and the frequency of the pair (‘‘mining_NN’’,
‘‘text_NN’’) in the graph is 1, thus 4 = 3 + 1.
4. MinText: a feature extraction technique for discovering text
patterns

In this section we present a feature extraction technique for
finding patterns in graph representation of a given text. The graph
may represent one sentence, one paragraph, one document, or
even a collection of documents. We assume that the graph uses
the representations we discussed in the previous section. The Min-
Text technique proposes to find features in the graph by counting
text components (word lemmas, PoS tags, grammatical tags) when
different paths are traversed. These components would seem to be
isolated elements of the graph, however, counted over a path of
interest they are considered to be textual patterns.
mining_NN

amod

amod

amod

search_VBZ

nsubj

pat tern_NNS

dobj

model_NNS

dobj

look_VBZ

nsubj

dobj

dobj

seek_VBZ

nsubj

dobj

dobj

explore_VBZ

nsubj

dobj

dobj

prep

prep

Fig. 3. Semantical representation of texts using word lem
Let us consider the semantic representation shown in Fig. 3, the
minimum path from the node search VBZ to the node text NNS will
have the following features at different language description
levels:

� Lexical level: search;model; text; in.
� Morphological level: VBZ;NNS; IN;NNS.
� Syntactical level: dobj; prep; pobj.

Those features may be further used (perhaps as a bag of words or a
vector space model based vector) for some particular task to be
carried out. Thus, a textual document represented by a graph
may provide a set of features for each of the minimum paths found
in that graph. These features can be used for encoding a meta-rep-
resentation of the text.

In Table 1 we can see an example of the features extracted with
minimum paths, in which each row represents one path.The num-
ber of pairs considered as initial and final node may vary, for in-
stance, considering all the combinations for the n nodes in the
graph (the complexity time will be Oðn2Þ), or fixing the initial or
the final node (the complexity time will be OðnÞ). Different deci-
sions can be made based on the particular mining text task to be
accomplished.

The MinText technique takes advantage of the different linguis-
tic description levels represented in the graph. It codifies textual
information to numeric values which may be further used, for in-
stance, to feed machine learning methods, or to calculate textual
similarities among different texts.
5. Case study: QA4MRE

In order to analyze the performance of the graph-based multi-
level linguistic representation and the MinText technique, we
present their application in a particular problem of document
text_NN

document_NN

manuscript_NN

in_IN

text_NNS
pobj

document_NNS
pobj

manuscript_NNS

pobj

mas, PoS tags, dependency tags and word synonyms.
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Fig. 4. Graph-based representation with numeric values in the edges.
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understanding known as ‘‘Question Answering for Machine
Reading Evaluation (QA4MRE)’’. The details of implementation of
both, the representation schema and the MinText technique, are
described below. We also illustrate the case study corpora of eval-
uation and experimental results.
5.1. Task description

The QA4MRE task was first proposed in the 2011 edition of the
CLEF conference.7 The main objective of this task has been to devel-
op a methodology for evaluating Machine Reading systems through
Question Answering and Reading Comprehension Tests. Systems to
be evaluated should be able to extract knowledge from large vol-
umes of text and use this knowledge to answer questions.

The task focuses on the reading of single documents and the
identification of answers to questions about information that is
stated or implied in the text. Systems should be able to use knowl-
edge obtained automatically from input texts in order to answer a
set of questions posed for single documents at a time.
5.2. Corpus description

In order to determine the performance of the text representa-
tion proposed in this paper in a real scenario, we used the corpora
provided in the QA4MRE task of the CLEF 2011 and 2012. Even
though the two datasets look similar at first glance, in practice they
produce different results in the systems developed. Most of the
questions of the corpus provided in 2011 have been written in first
person, thus leading to obtain better performance if the system
takes this issue into consideration. The first dataset (CLEF 2011)
contains the following three topics: Climate Change, Music & Soci-
ety and AIDS. The second dataset (CLEF 2012) contains four topics:
Climate Change, Music & Society, Alzheimer and AIDS. Both data-
sets provide 10 questions for each one of the 4 reading tests given
per topic. Therefore, the total number of questions is 120 for the
first corpus (2011), whereas there are 160 questions for the second
one. Each question has 5 multiple-choice answers from which only
7 Conference and Labs of the Evaluation Forum; http://www.clef-initiative.eu/.
one answer must be selected as the correct one. For a complete
description of these datasets (see Peñas et al., 2011, 2012).

5.3. Applying the proposed representation and the MinText technique
to QA4MRE

The QA4MRE task aims to select the correct answer for a given
question, using only one small document (�500–1000 words) as
reference. The approach proposed considers to formulate candi-
date answers (named ‘‘answer hypothesis’’) which are then vali-
dated in order to determine the one that best matches with
respect to the document of reference. These candidate answers
are an improved version of the original question, removing some
cue words associated to the questions, such as who, where, which,
and replacing these cue words with one of the possible answers
given in the test.

Let us consider the following test (question-answers):

Question 1: Who is the founder of the SING campaign?
Answer 1: Nelson Mandela
Answer 2: Youssou N’Dour
Answer 3: Michel Sidibe
Answer 4: Zackie Achmat
Answer 5: Annie Lennox

Therefore, we can construct five different answer hypothesis as
follows:

Hypothesis 1: Nelson Mandela is the founder of the SING
campaign

Hypothesis 2: Youssou N’Dour is the founder of the SING
campaign

Hypothesis 3: Michel Sidibe is the founder of the SING
campaign

Hypothesis 4: Zackie Achmat is the founder of the SING
campaign

Hypothesis 5: Annie Lennox is the founder of the SING
campaign

We can validate each one of these answer hypothesis by com-
paring its similarity with respect to the reference document. In or-

http://www.clef-initiative.eu/


Table 1
Representation of a text using the MinText technique.

Initial node to final node Lexical features Morphological features Syntactical features

search model � � � text NN NNS � � � VBZ dobj prep � � � pobj

search_VBZ to text_NNS 1 1 � � � 1 0 2 � � � 1 1 1 � � � 1
search_VBZ to document_NNS 1 1 � � � 0 0 2 � � � 1 1 1 � � � 1
search_VBZ to in_IN 1 1 � � � 0 0 1 � � � 1 1 1 � � � 0

..

. ..
. ..

. ..
.

look_VBZ to manuscript_NN 0 0 � � � 0 2 0 � � � 1 0 0 � � � 0
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der to do so, we propose to represent both, the answer hypothesis
and the reference document using the graph-based multi-level lin-
guistic representation presented in Section 3.

Thereafter, we can use the MinText technique introduced in
Section 4 for obtaining numeric vectors and subsequently to calcu-
late the similarity between the reference document and each of the
hypotheses. The hypothesis that obtain the highest score will be
the one that will be selected as the correct answer to the question
given.

The construction process and the validation procedure for the
answer hypotheses is described below.

The hypotheses generator module receives as input the
question set with their corresponding multiple-choice answers.
As mentioned before, each hypothesis is constructed as the concat-
enation of the question with each of the possible answers. In order
to generate the hypothesis, the ‘‘question keyword’’ is identified
first, and afterwards it is replaced with each one of the five possible
answers, thereby obtaining five hypotheses for each question. This
hypothesis is intended to become the input of the Answer Valida-
tion (AV) module. The benefit of using these hypotheses as queries
for the AV module is to search passages containing words that are
in both, the question and the multiple-choice answer, instead of
searching passages containing words from the question and the
answer, independently.

5.4. Answer Validation

The Answer Validation module aims to assign a score to each
hypothesis generated in the Hypothesis generator module. The
Hypothesis obtaining the highest score is selected as the correct
answer to the question.

Text documents along with its hypotheses are parsed to pro-
duce their lexical, morphological, syntactic and semantic graph
representation (as described in Section 3). As a result of this pro-
cess, each document is represented as a tree with branches to
sub-trees that represent all the sentences in the document. The
nodes of the tree represent the word lemmas of the sentences
along with its part-of-speech tag. The branches represent the
dependency tag between the two connecting nodes. In the same
way the hypotheses are represented as a tree with the same char-
acteristics as well.

In Fig. 5 we show the graph-based representation for two
hypotheses considered in this case study: ‘‘Annie Lennox is the
founder of the SING campaign’’ and ‘‘Nelson Mandela is the foun-
der of the SING campaign’’; whereas, Fig. 6 shows the graph-based
representation for the first sentences of the reference document
associated to the given question.

In order to extract the features and measure the similarity be-
tween a hypothesis and the reference document, the MinText tech-
nique is employed. The root node of the hypothesis graph is fixed
as the initial node in the MinText technique, whereas the final
nodes selected correspond to the rest nodes of the hypothesis
graph. This leads to diminish the computational time to OðnÞ, with
n equal to the number of nodes in the hypothesis graph. We have
used the Dijkstra algorithm (Dijkstra, 1959) for finding the
minimum path between the initial and each final node. Thereafter,
following the MinText technique, we count the occurrences of all
the multi-level linguistic features considered in the text represen-
tation, such as part-of-speech tags and dependencies tags found in
the path. The same procedure is performed with the document
graph by using the pair of words identified in the hypothesis as ini-
tial and final nodes. As a result of this procedure, we obtain two set
of feature vectors: one for the answer hypothesis, and one for the
reference document.

For instance, the minimum path between the initial node
‘‘root_0’’ and the final node ‘‘SING_NNP’’ calculated over the refer-
ence document (in Fig. 6) is ‘‘root_0’’ ! ‘‘name_NN’’ ! ‘‘of_IN’’ !
‘‘campaign_NN’’ ! ‘‘Campaign_NNP’’ ! ‘‘SING_NNP’’. In this path
we can find two ‘‘NN’’ tags, one ‘‘IN’’ tag and two ‘‘NNP’’ tags.
However, the number of ‘‘NNP’’ tags extracted from the same
path using the graph presented in Fig. 5(a) is only one. Table 2
shows a partial view of the feature set for both, the correct an-
swer hypothesis and the reference document, whereas, Table 3
shows a partial view of the feature set for both, an incorrect an-
swer hypothesis and the reference document. Even if the refer-
ence document is the same for both answer hypothesis, the
feature set for this document will change because these features
are calculated taken as input the pair of nodes found in the cor-
responding answer hypothesis.

The MinText technique extracts a set of vectorial features ( ft;i
�!

)
for each text t, with V equal to the total number of lexical,
morphological and syntactical features. Thus, the reference docu-
ment d will now be represented by m feature vectors

(d� ¼ f fd;1
�!

; fd;2
�!

; . . . ; fd;m
�!
g), as well as the answer hypothesis h

(h� ¼ f fh;1
�!

; fh;2
�!

; . . . ; fh;m
�!
g). Here, m is the number of different paths

that may be traversed in both graphs, using the ‘‘ROOT-0’’ vertex
as the initial node and each word appearing in the hypothesis as
the final node.

Since each path of the answer hypothesis contains exactly the
same number and types of components as that of the reference
document, it is possible to calculate the degree of similarity among
each path traversed. For the purposes of this case study, we have
used the cosine similarity measure, which is calculated as in Eq.
(3).
Similarityðh�;d�Þ ¼
Xm

i¼1

Cosineð fh;i
�!

; fd;i
�!
Þ ð1Þ

¼
Xm

i¼1

fh;i
�!
� fd;i
�!

jj fh;i
�!
jj � jj fd;i

�!
jj

ð2Þ

¼
Xm

i¼1

PjV j
j¼1ðfðh;iÞ;j � fðd;iÞ;jÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjV j

j¼1ðfðh;iÞ;jÞ
2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPjV j
j¼1ðfðd;iÞ;jÞ

2
q ð3Þ

If some path does not exist in the reference document, then the
feature vector will have zero values in all the feature weights,
which will lead to an undefined equation. In this particular case,
we have considered that the similarity between the two feature
vectors will be equal to zero.
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Fig. 5. Graph-based representation of two different hypotheses.
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After obtaining all the similarity scores for the five hypotheses
of one question, the hypothesis obtaining the highest score is se-
lected as the correct answer.

For instance, let us consider the first pair (i ¼ 1) presented in
Table 2, which corresponds to the path ‘‘root_0’’ to ‘‘Annie_NNP’’.
The following equations show the manner the cosine similarity be-
tween fh;1 and fd;1 is calculated.

fh;1
�!
� fd;1
�!
¼ 1 � 0þ 1 � 1þ � � � þ 0 � 0þ 1 � 1þ 0 � 0þ � � �
þ 2 � 2þ 1 � 1þ 0 � 0þ � � � þ 0 � 0

jj fh;1
�!
jj¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð12þ12þ���þ02þ12þ02þ�� �þ22þ12þ02þ���þ02Þ

q

jj fd;1
�!
jj¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð02þ12þ�� �þ02þ12þ02þ���þ22þ12þ02þ�� �þ02Þ

q

Cosineðfh;1; fd;1Þ ¼
fh;1
�!
� fd;1
�!

jj fh;1
�!
jj � jj fh;1

�!
jj
� 0:93 ð4Þ

The same procedure is carried out with the remaining pairs.
Therefore, the final score is obtained by adding the cosine score
calculated with each pair.

On the other hand, considering the first pair (i ¼ 1) presented in
Table 3, which corresponds to the path ‘‘root_0’’ to ‘‘Nelson_NNP’’.
This path does not exist in the graph representation of the refer-
ence document, therefore, all the features have zero values leading
to an undefined equation. In this particular case, we have consid-
ered that the cosine similarity between the two feature vectors is
equal to zero.

fh;1
�!
� fd;1
�!
¼ 1 � 0þ 1 � 0þ � � � þ 0 � 0þ 1 � 0þ 0 � 0þ � � �
þ 2 � 0þ 1 � 0þ 0 � 0þ � � � þ 0 � 0 ¼ 0

jj fh;1
�!
jj¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð12þ12þ���þ02þ12þ02þ�� �þ22þ12þ02þ���þ02Þ

q

jj fd;1
�!
jj¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð02þ02þ���þ02þ02þ02þ���þ02þ02þ02þ�� �þ02Þ

q
¼0

Cosineðfh;1; fd;1Þ ¼ 0 ð5Þ

Again, the same procedure is carried out with the remaining pairs.
Therefore, the final score is obtained by adding the cosine score cal-
culated with each pair.

In summary, if we consider the hypothesis ‘‘Annie Lennox is the
founder of the SING campaign’’ (h1), the following compute against
the reference document (d) has to be done:

Similarityðh1; dÞ ¼ Cosineð‘‘root_0 to Annie_NNP’’; dÞ þ Cosineð‘‘-
root_0 to is_VBZ’’; dÞ þ � � � þ Cosineð‘‘root_0 to SING_NNP’’; dÞ � 2:59

Whereas, considering the hypothesis ‘‘Nelson Mandela is the
founder of the SING campaign’’ (h2), the following compute has
to be done:

Similarityðh2; dÞ ¼ Cosineð‘‘root_0 to Nelson_NNP’’; dÞ þ Cosine
ð‘‘root_0 to is_VBZ’’, dÞ þ � � � þ Cosineð‘‘root_0 to SING_NNP’’,
dÞ � 1:61.

Here we can see the evidence of the higher degree of similarity
between the correct answer hypothesis (h1) and the reference doc-
ument (d) than the one calculated using the incorrect answer
hypothesis (h2).
5.5. Experimental results and evaluation

For the evaluation procedure we have used the c@1 measure,
defined in Eq. (6). This measure was defined in the QA4MRE task
of CLEF 2011 with the purpose of allowing to decide whether or
not to answer a given question, i.e., the possibility of having ques-
tions with no answer. The aim of this measure is thus to reduce the
amount of incorrect answers, maintaining the number of correct
ones.

c@1 ¼ 1
n

nR þ nU
nR

n

� �
ð6Þ
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Fig. 6. Graph-based representation for one reference document.

Table 2
Representation of the answer hypothesis and the reference text (Answer hypothesis: ‘‘Annie Lennox is the founder of the SING campaign’’).

Initial node to final node Lexical features Morphological features Syntactical features

founder Lennox � � � campaign NN IN � � � NNP nsubj prep � � � pobj

Features extracted from the answer hypothesis graph-based representation
root_0 to Annie_NNP 1 1 � � � 0 1 0 � � � 2 1 0 � � � 0
root_0 to is_VBZ 1 0 � � � 0 1 0 � � � 0 0 0 � � � 0

..

. ..
. ..

. ..
.

root_0 to SING_NNP 1 0 � � � 1 2 1 � � � 1 0 1 � � � 1

Features extracted from the reference document graph-based representation

root_0 to Annie_NNP 0 1 � � � 0 1 0 � � � 2 1 0 � � � 0

root_0 to is_VBZ 0 0 � � � 0 1 0 � � � 0 0 0 � � � 0

..

. ..
. ..

. ..
.

root_0 to SING_NNP 0 0 � � � 1 2 1 � � � 2 0 1 � � � 1
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where:

nR: number of correctly answered questions
nU: number of unanswered questions

n: total number of questions

Table 4 presents the results obtained with different approaches.
The approach MinText_TreeTagger considers the application of the
MinText technique when the words in the graph are lemmatized
using the ‘‘TreeTagger’’ part of speech tagger. MinText_Lancaster is
the one that uses the Lancaster stemmer. MinText_Synonym is an
approach that expands each word with its corresponding synonyms
(without applying the process of word sense disambiguation). Min-
Text_Hyponym expands each word with its corresponding set of
hyponyms. It is worth mentioning that all these approaches are
implemented exclusively using basic techniques, but other varia-
tions may be suggested, for instance, considering a more complex
analyses of the type of questions, or adding knowledge extracted
from lexical or semantical resources such as ontologies.
As an additional analysis, we have carried out experiments to-
wards the solution of the QA4MRE task without the use of the pro-
posed MinText technique. The aim is to evaluate whether or not,
the MinText is useful for extracting meaningful features from the
graph-based representation. The results obtained with this imple-
mentation are also shown in Table 4, with the label of With-
out_MinText. Considering that the QA4MRE task requires to
answer a question associated to the understanding of a given text,
we have used the graph representation presented in Section 3 for
both, the question (actually, the hypothesis of the question) and
the document. Thereafter, we search the graph of the hypothesis
in the document graph by means of partial matching. As a similar-
ity measure, we count those edges that are in both graphs, using
only the intersection of vertices between the two graphs (n)

divided by the total number of posible edges n�ðn�1Þ
2

� �
. This exercise

was performed, as mentioned before, for determining the contribu-
tion of the MinText technique. We can observe that the use of the
Without_MinText technique obtains a performance below the



Table 3
Representation of the answer hypothesis and the reference text (Answer hypothesis: ‘‘Nelson Mandela is the founder of the SING campaign’’).

Initial node to final node Lexical features Morphological features Syntactical features

founder Nelson � � � campaign NN IN � � � NNP nsubj prep � � � pobj

Features extracted from the answer hypothesis graph-based representation

root_0 to Nelson_NNP 1 1 � � � 0 1 0 � � � 2 1 0 � � � 0
root_0 to is_VBZ 1 0 � � � 0 1 0 � � � 0 0 0 � � � 0

..

. ..
. ..

. ..
.

root_0 to SING_NNP 1 0 � � � 1 2 1 � � � 1 0 1 � � � 1

Features extracted from the reference document graph-based representation
root_0 to Nelson_NNP 0 0 � � � 0 0 0 � � � 0 0 0 � � � 0
root_0 to is_VBZ 0 0 � � � 0 1 0 � � � 0 0 0 � � � 0

..

. ..
. ..

. ..
.

root_0 to SING_NNP 0 0 � � � 1 2 1 � � � 2 0 1 � � � 1

Table 4
A comparison of the results obtained in the QA4MRE task (English language).

Evaluated approach 2011 2012

MinText_TreeTagger 0.40 0.24
MinText_Lancaster 0.42 0.24
MinText_Synonym 0.37 0.23
MinText_Hyponym 0.36 0.27
Without_MinText 0.12 0.18

State-of-the-art techniques
Best result 0.57 0.65
Avg. over all best runs 0.28 0.32
Avg. over all runs 0.21 0.26
Random baseline 0.20 0.20
Worst result 0.02 0.14
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baseline for both datasets. This result indicates that the MinText
alone is capable of extracting much more meaningful features than
some other techniques that attempts to find the hypothesis (repre-
sented as a graph) directly in the document graph-based
representation.

With respect to the comparison with the state-of-the-art, the
MinText technique obtains a third place using the 2011 dataset
with a c@1 of 0:42; a performance below two runs submitted
by the same authors which obtained a c@1 of 0:47 and 0:57
(see Peñas et al., 2011). When we executed the same approach
using the 2012 dataset, our performance was much more lower
since it achieved a c@1 of 0:27, which rank us in the 11th place
(see Peñas et al., 2012). Those results may seem discouraging,
however, a fast review of the other runs of the state-of-the-art
indicates a possibility of other techniques that can be employed
for improving the obtained results. Textual entailment judgment,
named entity recognition, type of question analysis, are some of
these NLP techniques that will surely improve the final results of
the QA4MRE task. We consider that the use of domain-specific
techniques of natural language processing should improve the
performance of the algorithm for this particular problem. How-
ever, the aim of this work is to show the graph-based represen-
tation and propose a technique to extract features from the
graph, rather than solve the case study in an optimal manner.
To maintain the simplicity and logical clarity of our description,
we have not tried to include description of other domain specific
techniques.

Nevertheless, it can be observed in Table 4 that in the
QA4MRE 2011 dataset, the average over all best runs and over
all runs were exceeded. As we have just outperformed the base-
line of the QA4MRE dataset, we consider that the second dataset
have been constructed using other type of language phenomena
in the test questions and the reference documents such as ana-
phoric or cataphoric expressions. Additionally, we have fre-
quently found negations of questions in the second dataset
(2012), thus leading to have a much more complex dataset for
the QA4MRE task. In any case, we consider that the graph-based
multi-level linguistic representation have performed well in this
particular task.
6. Conclusion

In the work reported in this paper, we have proposed a graph-
based multi-level linguistic representations for texts. We have
employed graph theory for formally defining a way of representing
lexical, morphological, syntactical and semantic features of a text
into a single graph. The graph-based representation proposed can
contain words, word lemmas, PoS tags, phrasal or grammatical
tags, and it can even have semantic relationships such as synon-
ymy, hyperonymy or antonymy. The capability of containing mul-
tiple levels of natural language formal definitions in a single
structure makes it a rich representation of features that allows to
extract useful information as compared to other text representa-
tions reported in literature. This claim is based on the fact that
other models represent the documents, considering the complete
sequence of words and without taking into account that other
word relationships may occur (without an implicit sequence of
the words being implied).

Another contribution of this paper is the proposed MinText
technique that allows to extract multi-level linguistic features
by traversing minimum paths in the graph and counting these
linguistic features. Although we could find other kind of paths
different than the minimum one, we consider that the minimum
path will contain the most representative contextual information
for the words that are taken as initial and final node. We have
relaxed the problem of searching the combinatorial number of
minimum paths by suggesting to focus in a fixed initial node.
This assumption might be valid in particular natural language
problems, but it may be not so useful in other applications.
The features extracted from the graph may be used in several
ways, for instance, by introducing them to machine learning
methods as feature vectors or to be used as representative
vectors in a document collection. In any case, these vectors con-
tain information associated to multiple linguistic levels which is
a clear advantage of the proposal presented here, over other
models of representation.

In order to analyze the performance of the representation
proposed together with the MinText technique, we have conducted
a set of experiments in a case study, namely, QA4MRE. We have
observed that the representation model proposed allows us to find
the correct answer for a given question between 23% and 42% of
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the time. It is worth noting that this case study is highly
challenging, as can be seen from the result Table 4, presented in
the previous section.

This kind of result shows that the methodology may not always
obtain the correct result for the QA4MRE task. The performance of
this methodology may vary according to different factors, such as
on the particular graph traversal algorithm chosen. For example,
let us consider the following question formulated in the QA4MRE
task: ‘‘What is Annie Lennox’s profession?’’. In this case we have
to decide which one of the following possible answers is the cor-
rect one:

1. Mother
2. Nurse in a hospital
3. Farmer
4. Musician
5. Dancer
The correct answer to this question should be ‘‘musician’’
(cosine score: 3.39), but our method selects ‘‘Nurse in a hospital’’
(cosine score: 4.11), as the correct answer. This incorrect predic-
tion made by our system is mainly due to the naive selection of
initial and final nodes of the graph traversal algorithm and also be-
cause of the lack of information regarding the path length. In the
evaluation carried out in these experiments, we assumed that
the initial node of such traversal, for all the hypotheses, should
be ‘‘root’’; a decision that sometimes may lead to obtaining incor-
rect information. For the example above, we realize that the words
‘‘nurse’’ and ‘‘hospital’’ have been taken into account twice. Hence,
the features extracted for the chosen answer are more significant
(greater in number) than those of the correct answer. Using the
path length and the information of the candidate answers for
determining the initial node (and selecting the final nodes using
the question words) should be a possible way to overcome this
drawback.

As future work we are planning to test the graph-based mul-
ti-level linguistic representation in other NLP tasks such as tex-
tual entailment, semantic similarity, authorship attribution etc.
We are also interested in defining in detail the manner in which
other semantic relationships can be integrated in the graph-
based representation. We would like to evaluate the different
configurations of parsing tools, in particular, for the syntactical
level parsing in the task already tested. Finally, we would like
to find ways of integrating other types of text tagging (such as
name entity recognition) into the representation proposed here.
It may be interesting to correlate and explore the applicability
of the proposed representation framework to some of the past
works on concept-tagging based semantic annotation (see Piry-
ani et al., 2013) and recommendation generation (see Singh
et al., 2013) for E-books.
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