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Abstract. The growing use of information technologies such as mobile devices
has had a major social and technological impact such as the growing use of
Short Message Services (SMS), acommunication system broadly used by cellular
phone users. In 2011, it was estimated over 5.6 billion of mobile phones sending
between 30 and 40 SMS at month. Hence the great importance of analyzing
representation and normalization techniques for this kind of texts. In this paper
we show an adaptation of the Soundex phonetic algorithm for representing SMS
texts. We use the modified version of the Soundex algorithm for codifying SMS,
and we evaluate the presented algorithm by measuring the similarity degree
between two codified texts: one originally written in natural language, and the
other one originally written in SMS “sub-language”. Our main contribution is
basically an improvement of the Soundex algorithm which allows to raise the
level of similarity between the texts in SMS and their corresponding text in
English or Spanish language.

1 Introduction

SMS is a very popular short message-based communication service among mobile
phone users. However, SMS is also synonym of the short message itself which can
contain up to 160 characters. The length limitation of an SMS has lead to create a sort
of “sub-language” which includes a vocabulary of words, phonetically similar to that of
the original natural language, but that regularly omit grammatical forms, punctuation
marks and vowels.

In this paper we present a study based on lexical similarity, for different adaptations
to the Soundex phonetic algorithm in order to represent SMS texts. The input is an
SMS text and the output is a code or a set of codes. The aim is to have a family
of words that matches with the same code, and to use the codified text version in
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some natural language tasks, such as information extraction or question answering. The
presented algorithms have been evaluated in three different datasets (two languages,
English and Spanish) by comparing the lexical similarity between pairs of texts (SMS,
natural language) already codified with the purpose of having an overview of the level
of generality obtained with the different codifications.

The remainder of the paper is organized as follows. In section 2] we summarize
different works reported in the literature that are related to the one presented in this
paper. In Section[Blwe discuss the Soundex phonetic algorithm. In Section ] we present
different modifications we have done to the Soundex algorithm in order to have a
proper codification for SMS texts, together with a preliminary study that indicates the
degree of similarity between pairs of texts which express exactly the same meaning,
having different textual representation, in one case they are written using the standard
vocabulary of the language (Spanish or English) and in the other case they are written
in the SMS sub-language. Finally we conclude this paper by resuming the strengths of
our contributions and sketching future research issues.

2 Related Work

The Soundex code has often been applied in the information retrieval task, particularly
when it is based on transcriptions of spoken language, because it is known that speech
recognition produce transcription errors that are phonetically similar but ortographically
dissimilar. In [1]], however, it is claimed that the use of this codification does not improve
regular string-matching based IR. The purpose of this paper is to study phonetic-
based representations for SMS messages. Therefore, we are interested in those works
reported in litereature dealing with the task of SMS analysis, basically by considering
normalization of SMS. In [2]], for instance, the authors provide a brief description on
their input pre-processing work for an English to Chinese SMS translation system
using a word group model. The same authors provide an excellent work for SMS
normalization in [3]]. They prepared a training corpus of 5,000 SMS aligned with
reference messages manually prepared by two persons which are then introduced to a
phrase-based statistical method to normalize SMS messages. In the context of SMS-
based FAQ retrieval, the most salient works are the ones presented in [4] and [5],
where authors formulate a similarity criterion of the search process as a combinatorial
problem in which the search space is conformed of all the different combinations for
the vocabulary of the query terms and their N best translations. Unfortunately, the
corpus used in these experiments is not available and, therefore, it is not possible to
use it in our experiments. To the best of our knowledge, in the literature there is not a
particular phonetic algorithm particularly adapted for representing SMS and, therefore,
we consider that the approach presented in this paper would be of high benefit.

3 Phonetic Representation

The phonetic representation has several applications. It allows to search concepts based
on pronunciation rather than on the spelling, as it is traditionally done. There exist dif-
ferent algorithms for codifying text according to its phonetic pronunciation. Some of the
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Table 1. Soundex phonetic codes for the English language

Numeric code Letter

0 a,e,i,o,u,y,h,w
1 b,p.f,v

2 c,2,j,K,q,8,X,Z2
3 d,t

4 1

5 m,n

6 r

most known and used phonetic algorithms are: Soundex [6/7]], NYSIIS [8]], Metaphone
and Double Metaphone [9]]. For the purposes of these preliminar experiments, we have
started by considering the Soundex algorithm, which is better described as follows:
The Soundex phonetic algorithm was mainly used in applications involving search-
ing of people’s names like air reservation systems, censuses, and other tasks presenting
typing errors due to phonetic similarity [[10]. As shown in [11], the Soundex algorithm
evaluates each letter in the input word and assigns a numeric value. The main function
of this algorithm is to convert each word into a code made up of four elements.
Soundex uses numeric codes (see Table[I) for each letter of the string to be codified.
The Soundex algorithm can be depicted as follows:

1. Replace all but the first letter of the string by its phonetic code
2. Eliminate any adjacent reptitions of codes

3. Eliminate all occurrences of code O (that is, eliminate vowels)
4. Return the first four characters of the resulting string

The Soundex algorithm has the following features:

It is intuitive in terms of operation.

The simplicity of the code allows to implement changes according to the objective.
The processing time is relatively short.

It has a high tolerance for variations in words that sound very similar or are exactly
the same.

3.1 Different Adaptations to the Soundex Algorithm

We have observed the SMS representation in some languages like Spanish and English.
That is why we propose some improvements to the basic Soundex algorithm with the
purpose of obtaining the same code for a word in the SMS representation and its
corresponding normal way of writing (standard vocabulary). We have done different
adaptations of the two languages studied in this paper: Spanish and English. Below we
resume the changes made to the Soundex algorithm for the Spanish language:

1. To keep the four digits of the Soundex code, but replace the first letter with its
numeric representation.
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2. If the letter “X” appears aside to a consonant, then change it for the letters “PR”,
and immediately code this two letters to its numeric representation. The rationale
of this proposal is that the “x” letter is often used for expressing the word “por

(because)”.
3. To replace all symbols for its corresponding name, i.e. $ = pesos (Mexican pesos),
% = “por ciento (percent)”, hs = horas (hours), among others using the SMS

dictionaries latterly introduced.
4. To replace all numbers in the original text for its textual representation, and then
compute its Soundex code.

For the experiments carried out in this paper, we have tested four different approaches.
The first one is when no phonetic codification is applied, which we have named
Uncodified version. The second approach is named Soundex because it uses de basic
Soundex algorithm. The following two approaches: NumericSoundex and SoundexMod
are summarized as follows:

1. NumericSoundex: To keep the four digits of the Soundex code, replacing the first
letter with its numeric representation.

2. SoundexMod: Before applying NumericSoundex, we use a dictionary of common
SMS acronyms and phrases abbreviations for normalizing the SMS texts. A freely
SMS dictionary available onlind]] was used.

Similar changes to the Soundex algorithm was done in order to deal with the English
language, obtaining four approches to be compared in the experiments carried out (Un-
codified, Soundex, NumericSoundex and SoundexMod). For the English SoundexMod
version, the freely SMS dictionary available onlind was used.

4 Evaluating the Different Soundex Adaptations for SMS Text
Representation

In this section we study the behavior of the different phonetic representations proposed
when considering lexical similarity. The description of the corpus characteristics is done
in the following SubSection. The metric used for determining the performance of the
different phonetic algorithms together with the lexical similarity values found are shown
in SubSection[4.21

4.1 Datasets

In order to evaluate the adaptations made to the Soundex Algorithm for the Spanish
language, we have constructed a parallel SMS corpus on the basis of the book named
“En Pateray haciendo agua” [12] which is freely available onlind. The salient features
of this parallel corpus are shown in Table[2]

1 http://www.diccionariosms.com
2 http://smsdictionary.co.uk/
3 http://www.adiccionesdigitales.es/libro
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In order to evaluate the phonetic modification for the English language, we have used
two different corpora. The first one is a parallel SMS corpus of 5,000 SMS aligned with
reference messages manually prepared by two persons prepared by [3] as a training
dataset. The salient features of this corpus are shown in Table 3

Table 2. A Spanish parallel corpus of SMS

Feature SMS  Original text
Number of messages 316 316
Number of tokens 30,195 30,270
Vocabulary size 7,061 6,448
Average message length in words 95.55 95.79
Average message length in characters 454.11 552.70
Average characters per word 4.75 5.77

Table 3. An English parallel corpus of SMS [3]

Feature SMS  Original text
Number of messages 5,000 5,000
Number of tokens 68,666 69,521
Vocabulary size 6,814 5,746
Average message length in words 13.73 13.9
Average message length in characters 57.95 62.44
Average characters per word 4.22 4.49

The second corpus used in this experiment was the corpus of the SMS-based
FAQ Retrieval task of the FIRE 2011 competition (Forum for Information Retrieval
Evaluationﬂ. The salient features of this comparable corpus were already shown in
Table @l

4.2 Evaluation Based on Lexical Similarity

We are using a similarity measure in order to observe how well the different approaches
codify correctly the SMS. We basically, applied a similarity measure for verifying
in which percentage the Soundex-like codes in Spanish or English original texts are
equal/similar to the Soundex-like codes for the text written in SMS for both languages.
In particular, we use the Jaccard coefficient [13]] to measure the similarity between the
sample sets. Let SM S’ be the SMS codified and 7’ be the original text codified, both
with one of the above presented Soundex-like phonetic representation, then in Eq. it
is shown the Jaccard coefficient between SM S" and T”.

ISMS' O\ T'|

/ /
JClCCdVd(SMS s T ) = W

)

4 http://www.isical.ac.in/%7Efire/
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Table 4. An English comparable corpus of SMS

Feature SMS  Original text
Number of messages 721 721
Number of tokens 5,573 7,337
Vocabulary size 2,121 2,034
Average message length in words 7.74 10.14
Average message length in characters 37.28 56.62
Average characters per word 4.82 5.58
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Fig. 1. Average Jaccard similarity for the different SMS text representations with the Spanish
SMS parallel corpus

The intersection represents the number of matches between the SMS codified and the
original text in Spanish or English also codified with some of the proposed Soundex-
like algorithm. The union represents the total number of words in the data set. We apply
the Jaccard coefficient between the SMS and the correct translation (or associated text
in the case of the comparable corpus). The greater the value of the Jaccard coefficient,
the better, the matching between the pair of codified texts. In Figure [l we show the
average Jaccard coefficient values obtained after comparing each pair (text,SMS) for
the Spanish SMS parallel corpus. A 0.15 of average similarity in the Uncodified corpus
show the great difference that exist between SMS and the corresponding translation. By
applying the Soundex algorithm we obtain a similarity average value of 0.62. However,
by just modifying the Soundex algorithm considering the first element of the code to be
a numeric value (NumericSoundex), we improve the Soundex representation obtaining
a similarity value of 0.81. Finally, the SoundexMod approach obtains the best value of
similarity (0.83).

In Figure 2l we show the average Jaccard coefficient values obtained after comparing
each pair (text,SMS) for the English SMS parallel corpus. A 0.652 of average similarity
in the Uncodified corpus indicates that there exist a more or less stable way of writing
SMS in this corpus, using a small number of acronyms, contractions and elimination
of vowels. By applying the Soundex algorithm we obtain a similarity average value
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Fig. 2. Average Jaccard similarity for the different SMS text representations with the English
SMS parallel corpus
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Fig. 3. Average Jaccard similarity for the different SMS text representations with the English
SMS comparable corpus (FIRE)

of 0.711. However, by just modifying the Soundex algorithm considering the first
element of the code to be a numeric value (NumericSoundex), we improve the Soundex
representation obtaining a similarity value of 0.834. Finally, the SoundexMod approach
obtains the best value of similarity (0.837).

In Figure 3l we show the average Jaccard coefficient values obtained after comparing
each pair (text,SMS) for the English SMS comparable corpus. A 0.131 of average
similarity in the Uncodified corpus show the great difference that exist between the
query written in SMS format and the corresponding FAQ question associated. By
applying the Soundex algorithm we obtain a similarity average value of 0.413. However,
by just modifying the Soundex algorithm considering the first element of the code to be
a numeric value (NumericSoundex), we improve the Soundex representation obtaining
a similarity value of 0.514. Finally, the SoundexMod approach obtains the best value of
similarity (0.517).

In summary, we have observed that the Soundex algorithm is useful for codifying
SMS, but the simple modification NumericSoundex greatly improves the similarity
between SMS codified and original texts codified. Ad-hoc modifications to the Soundex
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method for a particular language slightly improves the results, but generates a language
dependent algorithm.

5 Conclusions and Future Work

We have proposed adaptations to the Soundex phonetic algorithm in order to provide
a suitable algorithm for codifying SMS which may further be used in other natural
language tasks such as text extraction, question answering, information retrieval, etc.,
which use SMS as part of the written texts.

We have used two parallel corpora and one comparable corpus with the purpose
of evaluating the performance of the proposed algorithms in a more challenging
environment. The Soundex method greatly improves the matching between SMS and
their corresponding associated words, but the modifications proposed in this paper
improve also the Soundex method in all the cases.

As future work, we would like to study the familiy of words clustered around a single
SMS word in order to determine the existence of semantic groups. Also we would like to
evaluate the performance of the presented phonetic codification in real natural language
tasks.
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